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The COVID-19 health crisis and the invasion of Ukraine have placed disinformation in the

focus of European policies. Our aim is to analyze the emerging European policy on counter-

disinformation practices and regulations. To do this, we examine developing European Union

(EU) strategy, against different forms of fake news, from a multidisciplinary approach that

combines Journalism and Geopolitics. Our methodology is based on the critical analysis of

documents generated by the EU on disinformation from 2018 to 2022, including reports,

communications, statements and other legislative texts. Our findings suggest that the EU’s

policy against disinformation is based on two opposing logics that coexist and compete. The

first is securitization, which understands this problem as a threat to democracy that legit-

imizes ‘exceptional decision-making’ from a hard power perspective. The second is based on

the self-regulation and voluntarism of digital platforms with a clear orientation towards soft

law and minimal intervention. The recent adoption of the Digital Services Act and the

stronger regulation of online platforms do not replace this logic, since this legislation adopts a

“co-regulatory framework”. The coexistence of these two logics generates internal contra-

dictions and dissonance that can determine the future of European policies on this important

topic and its chances of success.
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Introduction

Following Russia’s aggression against Ukraine on February
24, 2022, the European Union (EU) adopted a series of
sanctions aimed at reducing Russia’s ability to wage war.

Whereas most were of an economic nature, measures suspending
the airing in the EU of Russian government-controlled broad-
casters, such as RT and Sputnik, were among the first EU reac-
tions to the invasion. The rationale for these sanctions is that
these broadcasters are sources of disinformation that are weap-
onized by the Kremlin: “Systematic information manipulation
and disinformation by the Kremlin is applied as an operational
tool in its assault on Ukraine. It is also a significant and direct
threat to the Union’s public order and security.” (European
Commission 2022) In doing so the EU took a further step, at least
since the occupation of Crimea in 2014, towards its continuous
consideration of Kremlin-sponsored disinformation as being part
of a hybrid threat. Only one year earlier, in December 2020, the
Commission took action on a different aspect of disinformation,
the role of social media platforms in the spread and circulation of
fake news, by including it among the content that platforms are
required to remove when detected. This represented a real
innovation, as previously the EU had expected platforms to
comply on a voluntary basis.

The differences between these two regulatory elements show
significant evolutions in the consideration of disinformation by
the EU. Firstly, despite the incomplete transnationalization of
public spheres (Rivas-de-Roca and García-Gordillo 2022), the
EU sees disinformation as a multifaceted transnational phe-
nomenon. Its policy response has in different moments
addressed classical international concerns –the so called weap-
onization of disinformation in asymmetric conflicts (Szostek
2020)– globalization asymmetries –with transnational compa-
nies potentially exploiting regulatory asymmetries and differ-
ences between different policy blocs– and social transnational
phenomena –distrust in media and authorities–, including sci-
entists, and increased use of social media.

Secondly, disinformation is currently seen as a matter for
regulatory intervention by the public sector, rather than an
example of poor information supply that will be solved by the
news market. As such, disinformation has experienced different
‘international response regimes’, going from the organization of
international coalitions of professionals to counteract fake news,
to its consideration as a security threat in the context of hybrid
attacks. The consideration of such responses is fertile ground
for analysis, since the analyses of responses adopted by inter-
national actors is as instructive as the areas in which action does
not take place. The combination of these approaches allows for
analysis of the emerging international regime of the fight
against disinformation.

Finally, disinformation is a matter whose definition is the
object of a broader struggle with implications for the media
system, democratic institutions and international security. For
instance, one of the legal and political implications of the sus-
pension of RT and Sputnik broadcasting was ‘what constitutes a
broadcasting company that is protected by freedom of informa-
tion and expression’. If the argument that government control of
these outlets is the reason for their exclusion it may create pre-
cedents for public broadcasters in the EU. As such, it is the object
of interest, competition and struggles between different interests.

The EU is both one of the actors and an arena upon which
other actors intend to take action on disinformation. On the one
hand, the EU institutions and member states have addressed fake
news with different tools. On the other, actors such as social
media platforms, third states and international journalism asso-
ciations lobby the EU and its member states to act, or not act,
upon specific aspects of the fight against disinformation.

These considerations demonstrate the need for a multi-
dimensional and multidisciplinary approach to EU action on
disinformation based on regulatory, sociological and journalistic
approaches. In order to do so, this conceptual paper addresses the
following question: what kind of struggles to define an EU reg-
ulatory response to the new ‘disinformation order’ are taking
place in the field of European communication? The notion of
disruption (Bennett and Pfetsch 2018) can be used to analyze how
the crises of the 2010–2020 decade has contributed to making
European public spheres more interconnected and impacting on
EU integration. We argue that these crises, forms of contestation
of EU issues and their management by EU institutions has con-
tributed to enlarge the political arena beyond the national public
spheres and include European issues on national agendas. This
approach will be used to interpret the effects of the COVID-19
pandemic on the EU agenda and policy debate on disinformation:
what strategy the EU should develop against different forms of
disinformation in a post pandemic society? (Tuñón 2021) – and
whether all these are equally important.

This paper builds upon previous work of the authors on the
effects of the pandemic upon media consumption patterns
(Casero-Ripollés 2020), and on the strategies of EU institutions to
counter disinformation (Tuñón et al. 2019). To achieve this, it is
based on a methodology of critical analysis of the documents
generated by the EU on disinformation from 2018 to 2022,
including reports, communications, statements and other legis-
lative texts. Specifically, our paper analyzes three forms in which
the EU has become concerned with disinformation: the intensi-
fication of news consumption, and disinformation circulation,
during the COVID-19 pandemic; EU institutions attempts to
develop soft law practices, supported by traditional and new
media actors in tackling disinformation in the EU; and processes
of securitization of disinformation carried out by EU institutions
and member states. Whereas the fact that the EU policy on dis-
information is the result of the convergence of different policy
streams is by now a well-known fact (Ördén, 2020, Datzer and
Lonardo 2022), less attention has been paid to the effects of the
combination of these different policy tools. The central argument
of the paper is the EU policy is characterised by a tension between
what we call a geopolitical and a regulatory logic. The conception
of the EU as a regulated, rationalised space where politics is
subjected to norms and relations with an outside world seen as a
jungle was famously openly presented by HR for foreign affairs
and security Borrell in a speech in Bruges in 2022 (Borrell 2022).
Postcolonial (Orbie et al. 2023) and critical geopolitical studies
(Guzzini 2012) have highlighted that this conception is based on
an ontological separation between how to deal with internal and
external issues that potentially disrupts the ability of the EU to
maintain its appeals to soft power (Wagnsson and Hellman 2018;
Meunier and Nicolaidis 2019). Beyond the conceptual difference
between these two logics that we discuss below we argue that they
are rooted in an ontological self-understanding of the EU that can
be traced back to its origins: a radical separation between the
principles and norms that apply within and outside the EU
political community. Our approach to these topics is theoretical
and conceptual, not empirical. We adopt a multidisciplinary
perspective to analyze this object of study that combines Digital
Communication and Journalism with the vision of Geopolitics
and Normativity.

The current debate on disinformation and on policy
responses: geopolitical and regulatory logics
Disinformation is nothing new in the history of journalism. On
the contrary, its origins date back to the mid-20th century and are
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connected to the development of propaganda (Freelon and Wells
2020). However, since 2016, with social media use, Brexit, and
Donald Trump’s victory in the US elections, it has grown mas-
sively (Waisbord 2018). Since then, the conditions for the crea-
tion, dissemination, consumption and impact of fake news have
changed significantly. Now its volume is constantly growing, its
circulation is increasingly rapid, its reach can be global, and the
actors involved in its promotion are increasingly varied (Rúas-
Araújo et al. 2020). Together, this represents a threat to the health
of democracies.

The causes of the emergence of this new order of disin-
formation (Bennett and Livingston 2018) are diverse. One of
them is the emergence and consolidation of social media, which
have become a preferred platform for the circulation of false
information due to their open nature and lack of controls and
filters on the content in circulation. Another determining factor is
the strong distrust of citizens towards mainstream media, whose
credibility has been eroding for decades. This has led to a loss of
authority in journalism (Carlson 2017), which has meant that the
source of information is no longer a relevant criterion for the
public. Consequently, traditional media have seen their influence
as mediators reduced for a significant part of society. Newspapers
or television have ceased to be a place where many people attri-
bute relevance and reliability to news (Williams and Delli Carpini
2011). This has led to the collapse of the old news order and
chaos in contemporary public communication (Waisbord 2018).

Another important ingredient is the configuration of a political
landscape characterized by the dominance of post-truth. In this
context, due to increased political polarization, citizens are more
willing to accept arguments and information based more on their
beliefs than on facts (McIntyre 2018). News consumption is thus
becoming ideologically and emotionally driven and is responding
to selective exposure rather than being the result of rational
evaluation (Messing and Westwood 2014). Truth takes a back
seat to the prominence of ideological consonance. To this sce-
nario, it is worth adding the rise of political and media actors who
resort to disinformation as a political strategy to achieve power.
Thus, leaders and governments, on the one hand, and alternative
media of a partisan nature (Holt 2020), on the other, become
sources of false information that circulates freely through digital
platforms. The cases of Donald Trump (Morini 2020) or Jair
Bolsonaro (Ricard and Medeiros 2020) are examples of this type
of practice.

The development of artificial intelligence and bots is also
contributing to the consolidation of this new order of disin-
formation (García-Orosa 2021). These technologies significantly
increase the ease, and reduce the cost, of producing fake news,
even allowing the production of highly realistic misleading con-
tent by means of deep learning that resorts to AGN (antagonistic
generative network) algorithms to manipulate existing images
and videos, giving rise to deep fakes or ultra-fake information
(Vizoso et al. 2021). Likewise, the emergence of key events,
characterized by a highly disruptive component, drives the use
and circulation of fake news. The window of opportunity that
opens up in these cases to redefine previously established social
constructions of reality makes these situations cardinal moments
where the disinformative strategies of multiple actors are
activated.

Disinformation has thus become a systemic challenge for
democracies because of the combination of disruptive technolo-
gical, political and sociological transformations of the public
spheres in a very short period of time. Furthermore, the critical
juncture effect is reinforced by a geopolitical zeitgeist that focuses
on the vulnerability of democracies to structural transformations
of the security order and the risks of global interdependencies.
However, as we demonstrate in the following section, the

COVID-19 pandemic and the Russian aggression on Ukraine
demonstrate that notwithstanding the relation between the new
security context and the global risk society the origins and nature
of the disinformation threats remains different.

The rapid transformation of the public spheres and of the
geopolitical environment are the context of the EU regulatory
responses to disinformation. The fight against disinformation can
seem quite distant from the issues typically associated with the
EU. Probably only one decade before, this issue would have been
left to member states because of its sensitive and divisive nature in
relation to different values: for example, in the organization of
media systems, and because balances between different liberties
and forms of political contention are very different across Europe
(Hallin and Mancini 2004, Humprecht 2019), and thus typically a
national issue.

One of the legacies of the atypical nature of disinformation as a
policy issue for the EU is the dilemmas it creates for the inter-
national role of the EU. Existing literature has pointed out dif-
ferent tensions and trade offs that the fight against disinformation
introduces in the EU’s self-perception as a civilian power
(Wagnsson and Hellman 2018) which enhances narratives of
ontological insecurity (Della Sala 2018), risks justifying censor-
ship or a transformation of public spheres towards more dialogic
positions such as pro or anti-EU (Ördén 2020) and promotes a
language of information war that undermines the EU ability to
carry out public diplomacy (Szostek 2020).

As argued below, the EU policy on disinformation responds
essentially to increasing aggressiveness of Russia and to the effects
of the COVID-19 pandemic. Whereas policy innovation in
response to converging streams is the classic Kingdon model of
policy change (Kingdon 1984), existing literature does not suffi-
ciently focus on the policy tensions that the combination creates.
In Kingdon’s model, policy change happens when policy, political
and problem streams converge. However, this takes time and
reformulation. Even though authors like Datzer and Lonardo
(2022) argue that the geopolitical origin does no longer operate,
we argue there is a tension between regulatory and geopolitical
logics. The geopolitical logic is one that conceives disinformation
as a weapon used by foreign rivals or enemies to exploit the
vulnerability of democratic publics to manipulation and inter-
ference. This approach conceives pluralism and openness as a
potential vulnerability (Szostek 2020) and as result considers it
acceptable to witness a stronger public intervention of the public
sphere. This intervention can range from active monitoring,
exposure and criticism of foreign campaigns to a more regular
information control by security services (European Commission
and High Representative on Foreign Affairs and Security Policy
(2018) and to information censorship (Council of the European
Union 2022). On the other hand, the regulatory logic conceives
disinformation as an undesired result of an otherwise positive - in
economic, cultural and economic terms - tendency to digitalisa-
tion of the public spheres. In this sense the main rationale for the
origin of disinformation is the competition for the attention of
publics in a distorted digital attention market and the issue can be
tackled by public and private efforts at demonetisation, digital
alphabetisation and fact-checking (European Commission
2018b).

Obviously, both threats can live side by side and some of the
policies are not by design incompatible (intelligence services can
collaborate with fact-checkers). However we argue that the
combination of these two policy logics shows similar tensions to
the ones the EU has experienced in the regulation of the digital
ecosystems: because of the “EU’s considerable economic and
regulatory power in digital matters and its limited mandate and
capabilities in foreign policy” (Broeders et al., 2023: 1), there is a
potential for a mismatch between the hybrid usage of market
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regulation policies - such as competition or self-regulation - while
an exceptionality logic prevails elsewhere.

In this line, the paper contribution consists in pointing out two
such gaps that are only being addressed now. Firstly, the secur-
itization of disinformation, accelerated by the war in Ukraine,
decreases the policy space for policy communities and solutions
focused on pluralism that, as argued above, were already weak in
the EU policy community such as media professionals (Ördén,
2020). Secondly, security speech acts focused on the designation
of information as a weapon and on pluralistic debate as a vul-
nerability (Szostek 2020) not only risk undermining democratic
public spheres (Ördén, 2020) but also make other definitions of
the problem invisible.

Crisis and disruption of global and transnational public
spheres
COVID-19. COVID-19 has maximized the circulation of disin-
formation (López-García et al. 2021). The need to obtain data and
knowledge about the progress of the virus and how to combat it
generated a big increase in interest and news consumption
(Casero-Ripollés 2020). In this context, disinformation increased
significantly. Between January and October 2022, the Interna-
tional Fact-Checking Network (IFCN) detected 21,018 misleading
reports about the Coronavirus worldwide. This volume led the
World Health Organization (WHO) to classify this phenomenon
as an ‘infodemic’ (Gabarron et al. 2021). False news about this
health crisis fell into four main areas: the causes of the appearance
of the virus; the disease itself (symptoms, transmission and
consequences); the treatments and ways of curing it and, finally;
the intervention and action of public authorities in the face of this
crisis (Salaverría et al. 2020).

COVID-19 has stimulated disinformation (Salaverría et al.
2020; López-García et al. 2021). The potential political effects on
democracy of fake news about the pandemic along with its
consequences on health and human lives have provoked a two-
pronged response from journalists (Casero-Ripollés 2021, De
Sousa et al. 2022). On the one hand, verification has been boosted
with the emergence and consolidation of media and platforms
dedicated to checking the veracity of information. Some of the
leading examples are Chequeado, Snopes, Full Fact, Pagella
politica, Newtral or Maldita, among others (García-Vivero and
López-García 2021). The magnitude of the phenomenon has led
to the creation of the International Fact-Checking Network
(IFCN), under the auspices of the Poynter Institute in 2015. These
media focus their activity on debunking fake news and hoaxes
through fact-checking. These organizations do not produce news
but verify it. The most common types of information they work
with are election promises, interviews and debates, statements by
politicians, data used by parties or governments and content
disseminated on social media, particularly on mobile instant
messaging services such as WhatsApp (Vázquez-Herrero et al.
2019). The increased importance given to verification has also led
generalist media to incorporate sections or spaces within the
media dedicated to checking data to detect falsehoods and
inaccuracies. Some examples, in Europe, are Les Décodeurs, from
Le Monde (France), BBC Reality Check, from the British
Broadcasting Corporation (United Kingdom) or EFE Verifica,
from Agenda EFE (Spain), among others (García-Vivero and
López-García 2021).

Secondly, the Coronavirus pandemic has accentuated colla-
boration between media, verifiers and digital platforms. Previous
initiatives included Cross Check, which in 2017 united 37 French
media to check news during the election campaign, or First Draft,
which was created in 2015 by Google, Facebook, Twitter, the
Open Society Foundation, among others, to protect citizens from

disinformation and empower them to identify and avoid hoaxes.
However, COVID-19 has accelerated such dynamics. The large
volume of fake news in circulation, the complexity of the
situation, the economic cost of verification and the need to
provide rapid responses have encouraged new forms of coopera-
tion. One of these is the #CoronaVirusFacts Alliance which, since
January 2020 under the leadership of the IFCN, brings together
more than 100 verifiers from around the world to tackle
misinformation about the pandemic. Another is Latam-Che-
quea-Coronavirus, a collaborative project that brings together 40
Latin, Spanish and Portuguese media. This latter case, in addition
to comparing information with a common methodology, presents
the novelty of offering access to the data obtained in open format.
They have also created a board game, called ‘Truth or Hoax?
Coronavirus Edition’, to curb disinformation through gamifica-
tion, which can be downloaded free of charge on the Internet. For
their part, the main social media and technology companies, such
as Facebook, Google, Twitter, Microsoft and Reddit, announced
their union to fight against fake news after the start of this health
crisis. In addition, some of these digital media, such as
WhatsApp, have provided donations to fund the activity of the
verifiers. These actions highlight the importance and necessity of
cooperation between journalists, media and platforms to combat
misinformation and strengthen the reach and power of fact-
checking, especially at critical times such as COVID-19.

War in Ukraine. If COVID-19 exponentially multiplied the
spread of disinformation, something similar has happened as a
consequence of the latest major crisis, the War in Ukraine, fol-
lowing the Russian invasion in February 2022. Indeed, one of the
main components of hybrid warfare is information warfare,
which seeks to gain informational advantages over the enemy
(Carrión 2022), now in a much more sophisticated form (Lucas
and Pomeranzev 2016). This allows not only information control
and censorship, but also the dissemination of disinformation in
the form of false, decontextualized or misleading information
through digital platforms (Morejón-Llamas et al. 2022). These
activities are carried out with the aim of reinforcing one’s own
image or counteracting that of the adversary and are closely
linked to another of the strategies that make up hybrid warfare:
psychological warfare.

As reflected by the Council of the European Union (2022),
systematic information manipulation and disinformation have
been applied by the Russian government as an operational tool in
its assault on Ukraine. Something that researchers such as
Milosevich-Juaristi (2017) had already analysed thematically
before the conflict began in 2022. She pointed to the segmentation
of Russian disinformation narratives according to their audiences:
internal or domestic; neighbouring ones referring to the post-
Soviet space; and Western ones. This has been endorsed (after the
invasion) by other researchers, which admit that (nowadays) the
contenders have the potential to disseminate instant disinforma-
tion (Wagner and Degli-Esposti 2022), and have been doing so,
not only to attack, but also, in a novel fashion, to defend
themselves, thus seeking to gain the favor of public opinion since
the beginning of the conflict (Montes 2022).

In fact, it is a continuation of the post-Soviet propaganda
strategy (Magallón-Rosa 2022, Morejón-Llamas et al. 2022),
characterized by: information intoxication, enemy exhaustion,
inoculation of distrust in leaders, intensification of dissension
between social classes, incrimination of the enemy and propaga-
tion of threats (Stancu 2019). A campaign that has been
intensified after the annexation of Crimea in 2014, with the
invasion of Ukraine in 2022 as its climax (EuvsDisinfo 2022),
through the segmentation of its audiences. In fact, research such
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as that of Nimmo et al. (2020) confirm that between 2014 and
2020, the Russian disinformation campaign produced at least
2.500 pieces of disinformation content in seven languages and
more than 300 platforms through fake accounts and forged
documents to sow conflict among Western countries and justify
an eventual attack on Ukraine.

Regarding the subject matter, a large part of the hoaxes
distributed by Russia are framed within the rhetoric of the alleged
existence of a ‘Russophobic and Nazi’ government in Ukraine
that is committing genocide against Russian citizens. A narrative
clearly reminiscent of the Second World War (Fortuin 2022). In
relation to the format, a consolidation of disinformation
techniques can be observed, through the production of attractive
content, including fabricated stories that use and adapt photos
and videos according to the narrative requirements. Thus,
entertaining, emotionally appealing lies are produced that fit
perfectly with a preconceived narrative and the confirmation
biases of the target audience (Lucas and Pomeranzev 2016).

In the face of this Russian disinformation offensive in Ukraine,
the European Union has counted more than 1.200 separate cases
in 2022 alone (Europa Press International 2022). It has also
imposed sanctions and measures against Russian propagandists
and disinformers, suspending from 2022 the broadcasting licenses
and activities on European territory of several companies or
disinformation media arms of the Kremlin’s. This measure has
caused some controversy in Europe, as it contravenes the
traditional and long-standing European policy of freedom of
the press.

Beyond the above initiatives, the EU continues to invest efforts
in: media literacy of citizens about Russian disinformation,
through the EUvsDisinfo project, founded for this purpose in
2015; public awareness of disinformation and coordination of
better responses among member states through the Rapid Alert
System (linked to the EU’s External Action Service) since 2020; or
the analysis and monitoring of disinformation narratives across
the conflict through the European Digital Media Observatory
(EDMO), a network attached to the European Commission and
consisting of verifiers, media literacy experts and academic
researchers (OECD, 2022).

Summing up, Russia’s unprovoked aggression against Ukraine
is well known for the extent to which it is being fought and shared
online. While social media had played a role in previous wars (the
annexation of Crimea in 2014 included), Russia’s full-scale
invasion of Ukraine (2022) has illustrated how social media have
changed the way war can be narrated, experienced and under-
stood (The Economist 2022). This is a clear consequence of the
exponential world-wide increase in internet coverage and the use
of social media. Therefore, while “the use of disinformation as a
weapon has always existed, the social media landscape has
multiplied its potential reach and penetration” (OECD, 2022: 1).

Indeed, the massive disinformation flows surrounding the
invasion of Ukraine in February 2022 have marked an obvious
turning point in the escalation of Russian disinformation
operations towards not only Ukraine but also Western democ-
racies. In particular, disinformation narratives have evolved from
propaganda and historical revisionism (i.e. Crimea was always
Russian) (Coynash 2021; Chotiner 2022) to Manichean claims of a
neo-Nazi Ukrainian government or conspiracy theories of
American-Ukrainian biological weapons laboratories during 2022.

“The flow of – and disruption caused by – Russian
disinformation has significantly increased since Russia’s invasion
in February 2022. In turn, Ukraine’s response to the Russian
disinformation threat has built upon progress made in strength-
ening the information and media environment since 2014 and in
establishing mechanisms to respond directly to information
threats. These include efforts to provide accurate information,

ensure that media organisations can continue operations, and
policy efforts to combat the threats posed by Russian state-linked
media” (OECD, 2022: 2).

In response, the EU has recently strengthened its geopolitical
logic towards disinformation (as introduced in Section 2 and fully
discussed in the following ones, 4 and 5) by means of
unprecedented and controversial approaches. We are referring
to the restriction of access to Russian propaganda tools (weapons
used by foreign rivals or enemies to exploit the vulnerability of
democratic publics to manipulation and interference, as stated by
Szostek 2020) such as Sputnik or Russia Today. But also, the
legislative developments in the European Media Freedom Act -
with unprecedented action in a field close to Member states
identity - and the Digital Services Act definitions of legal but
harmful content. Explaining this requires pointing out how
Russian aggressiveness is at the origin of the geopolitical turn,
whereas the COVID – 19 internal disruptions explain the logic of
the EU towards regulation.

The fragmented approach of EU institutions to
disinformation
For some time now, the European Commission seems to have
been aware of the need to defend the European project from
hybrid strategies and disinformation attacks. Since 2015 the
European Council defined Russian disinformation and responded
with the creation and further strengthening of the EastStratCom
Task Force (Wagnsson and Hellman 2018) with the objective to
detect and respond to disinformation using strategic commu-
nication (Ördén, 2020). It is not until 2018, however, that the
Commission developed a more comprehensive series of ad hoc
initiatives and policy documents, meaning that the original policy
community that introduced disinformation in the EU agenda is
the security one (Ördén, 2020). By 2018 the European Com-
mission had launched a Eurobarometer public opinion survey
and a public consultation, in addition to setting up a High-Level
Group and, later, publishing a Communication and a Code of
Conduct.

Ördén (2020: 422) found four possible policy solutions that
have been discussed in different EU fora: strategic communica-
tion, censorship, media literacy and media pluralism. However,
the result of this origin in the security community is that the EU
has addressed online risks as part of a hybrid threat challenging
security values and emphasised security centered solutions. This
does not mean that censorship - or for that matter strategic
communication (Szostek 2020) - are the dominant policies, but
that content control in the form of decreased visibility is today a
more likely solution than in previous decades (Rone, 2021: 176).

The measures that the EU has adopted highlight the vulner-
ability of democracies and the European project to manipulation
of their electoral processes by foreign powers, especially Russia
(Szostek 2020). The key actor in the development of this per-
spective has been the European External Action Service (EEAS),
which since 2015 has been home to the East StratCom Team, a
communications team that collaborates with fact checkers and
foundations to denounce the dissemination of fake news by
Russia in the eastern states, in the context of the EU’s neigh-
borhood policy. This work was formalized on May 12, 2018, with
the adoption of the Disinformation Action Plan, which linked
fake news to destabilization processes typical of hybrid attacks
(European Commission-High Representative CFSP 2018d: 11-
12). This document encompassed disinformation in the context
of hybrid threats faced by the EU and its member states, for-
malized communication teams such as the aforementioned East
StratCom and strengthened EU services seeking cooperation with
the EEAS on social media and fact checkers who are signatories to
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the above-mentioned code. However, the document paid scant
attention to the role of journalists and the media (Tuñón et al.
2019).

Instead, issues related to media pluralism and education in
Ördén’s terms, were first addressed by the High-Level Group on
fake news and disinformation online (composed of representa-
tives of social media and technology companies, verifiers, media,
academics and members of civil society). This group was tasked
with drafting a report of the High-Level Group on fake news and
disinformation online’ (European Commission, 2018a, b). From a
European institutional perspective, the Report aimed at defining
and quantifying disinformation, as well as studying possible legal
mechanisms and countermeasures to combat it. The document
suggested focusing on: the transparency of news and its circula-
tion online (creation of credibility algorithms); media and digital
literacy; the empowerment of users and journalists to combat
disinformation (collaboration with independent verifiers); the
sustainability of the media ecosystem (elimination of advertise-
ments on websites that propagate disinformation); and the eva-
luation and monitoring of the solutions offered to verify their
effectiveness (Tuñón et al. 2019:148). Despite being non-binding,
the Report was largely reflected in the subsequent European
Commission Communication of April 26, 2018, on “Combating
online disinformation” (European Commission 2018b), which
was the starting point for all European policy initiatives that
flourished during 2018 and 2019, mainly in the run-up to the last
European Parliament elections.

The Commission’s intention was to give digital media, social
network sites or internet advertisers a reasonable period of time
to adapt to the Report and the Communication, before con-
sidering further legislation on disinformation. Although it was
only a non-binding document, the Commission promoted the
‘European Code of Practice on Disinformation’ (European
Commission 2018a) as a self-regulatory agreement. In this
agreement, actors such as Facebook, Google, Mozilla and Twitter
committed on September 26, 2018, “to self-regulatory standards,
to make political advertising more transparent or to introduce
data verification mechanisms, in order to fight disinformation in
the framework of the European elections in May 2019 and other
future electoral processes”. Specifically, companies pledged to
encourage more transparency in political advertising; shut down
fake accounts or discredit disinformation providers; invest in
technologies and programs such as “trust indicators” to help
citizens make informed decisions; use technology that prioritizes
“relevant, authentic and authoritative information”; and work
with civil society and governments to “improve critical thinking
and digital media literacy”.

There is no doubt that in the run-up to the 2019 European
Parliament elections and against the background of the Brexit
referendum and the 2016 American presidential elections (but
also as a result of the monitoring of various state and sub-state
elections in the member states), the EU devoted considerable time
in 2018 to developing various initiatives to help prevent disin-
formation from sweeping Europe. Once the critical moment of
the 2019 European elections had passed, within the framework of
initiatives derived from the Action Plan against Disinformation
(such as the stimulation of the role of platforms or the estab-
lishment of verification and/or early warning systems for disin-
formation, such as https://eufactcheck.eu/), in the summer of
2020 all the milestones achieved to date were evaluated and the
capacities of https://eufactcheck.eu/ were reviewed from the
perspective of respect for fundamental rights, literacy, commu-
nication, cooperation and the promotion of transparency. The
aim was to optimize this fake news verification unit, in con-
junction with the right to the free communication of truthful
information. This was intended as a prelude to the latest major

European legislative milestone in the fight against disinformation,
the recent Action Plan for European Democracy (December
2020), which was conceived as a European response to the vul-
nerabilities detected in the infodemic context of COVID-19
since 2020.

With the most recent basic theme of disinformation strategies
being the pandemic itself, the Action Plan for European
Democracy (European Commission, 2020) rests on three pillars:
the promotion of free and fair, as well as transparent, elections;
the strengthening of media freedom and pluralism; and the fight
against disinformation (in the form of co-regulation, through the
law on Digital Services, which the EU adopted in April 2022).
This suggests that the pandemic opened a window of opportunity
to pay attention to the issues of pluralism (Ördén, 2020) that had
been neglected in the original security agenda. On the one hand,
for the first time the EU regulates online platforms (beyond
voluntary cooperation) because of the Digital Services Act, and
cooperation includes disinformation as one of the systemic risks
that platforms must act against. On the other, the Action Plan for
Democracy is therefore a milestone in the European approach to
disinformation, insofar as it moves from considering it a mere
threat to security to giving it the status of one of the three pillars
of defense of European democracy. The political significance
of the Plan, which should be the Community tool that will pro-
vide the backbone for policies in this area until 2023, is clear.
Beyond the other two pillars (promoting free and fair elections
and strengthening media freedom and pluralism), the fight
against disinformation involves improving European instruments
to counter foreign interference, including the possibility of
imposing sanctions on those responsible, in accordance with
European values and principles. The objectives are to improve
European capacities (both EU and member states) to combat
disinformation, to create responsibilities and obligations for
online platforms, and to empower European civil society through
the promotion of media literacy. In short, the third pillar of the
Action Plan aims (even through the imposition of sanctions on
those responsible) to increase transparency, crack down on
manipulation techniques and reduce the economic incentives
derived from the dissemination of disinformation.

The EU’s geopolitical turn and the tension between
securitization and collaborative approaches to disinformation
The EU’s geopolitical turn is a central issue in ongoing debates of
European politics both in academia (Cadier 2019; Meunier and
Nicolaidis 2019; Oleart, Bouza-García 2019) and in politics, as
evidenced in national leaders’ debates and speeches in the Eur-
opean Parliament in recent years (Macron 2018; Merkel 2018). In
his opening speech in the European Parliament Mr Borrell, the
High Representative for Foreign Affairs and Security Policy,
declared that “the EU must learn to use the language of power”
(Borrell 2019).

Furthermore, the approach of this agenda to the EEAS would
also surprise some, as political entrepreneurs in this area
–journalists, civil rights activists, political campaigners–, would be
more likely to seek the involvement of Commission Directorate-
Generals with internal regulatory competences, such as DG
Competition or DG Justice. As an example, increased concerns
about the effect of disinformation on democratic processes has
favored the organization of generally liberal and left-of-centre
national and transnational communities of fact-checkers (Shin
and Thorson 2017; Lyons et al. 2020) that denounce disin-
formation as part of national-populist strategies (Rivas-de-Roca
et al. 2023), both in the US and the EU.

We argue that a process of securitization in the fight against
disinformation is happening in the EU. This consists of a series of
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security-related ‘speech acts’ that firstly requires that a funda-
mental good is threatened (Wæver 1995), in this case democracy,
and that exceptional measures are required to protect it. This is
the process that makes disinformation not an issue for media
professionals – if emphasis was put on the public sphere – or
competition lawyers – if emphasis was put on the dissemination
of disinformation in a few platforms – to address, but one to be
put in the hands of traditional security officials. In this scenario,
fake news becomes part of the broader security landscape of
contemporary societies (Monsees 2020). Despite the clear sig-
naling of the risks of addressing disinformation as a threat, the
literature has not explicitly used the securitization theory (but see
Daniel and Eberle 2021 for a case study of the Czech Republic).
Focusing on speech acts is particularly important since, as argued
by Szostek (2020: 2732-2734), assuming that information can be
weaponised to target vulnerable audiences with strategic results is
far from obvious and thus requires an elaboration that can work
in a context of exceptionality. In this sense, the EU decision on
Sputnik and Russia Today is an example of a logic of excep-
tionality making a direct connection between the spread of pro-
paganda and security:

“(8) Those propaganda actions have been channeled
through a number of media outlets under the permanent
direct or indirect control of the leadership of the Russian
Federation. Such actions constitute a significant and direct
threat to the Union’s public order and security.” Council of
the European Union 2022.

This is an example of a speech act under a logic of excep-
tionality since in other circumstances the link between spread of
propaganda and security would require several intermediary steps
(a less informed public, biased elections, uninformed policy
decisions etc.) that are not elaborated upon.

The logic of exceptionality is a cornerstone of securitization
theory: when an issue is designated as a threat, it is no longer
dealt with through the ordinary policy channels. However, this
requires two qualifications when applied to the EU. Firstly, the
exceptionality logic may in itself be a requirement for the adop-
tion of new policies by the EU according to the well-known idea
that EU integration advances through crises. Secondly, excep-
tionality in the EU usually means that member state policy
professionals are associated more closely with decision-making
than in “normal” EU policies. The aforementioned EEAS strategy
against disinformation effectively reserves an important role for
member states to specialize in regional disinformation and
interference strategies.

Finally, the geopolitical turn also has an identity-building
dimension: European threats are shared, and as a result responses
represent more than a new policy but a shared struggle against a
common enemy. As highlighted by Guzzini (2012: 6), geopolitical
discourse has a tendency to essentialize identities. This con-
tributes to the securitization strategy: all disinformation origi-
nating in Russia, China or Iran is identified with a state attack
against the EU, whereas some of these may come from para or
non-state actors and not necessarily be targeted at the EU as such,
but at member states, companies or political actors. Instead, the
geopolitical approach makes the threat broader and pits states,
and beyond those alliances, against each other.

The European response to the disinformation dimension of the
Ukraine invasion is an excellent illustration of this process of
securitization. The reference by Borrell (European Commission
2022) makes a direct (literally in the quote) link between disin-
formation and threats to public order and security. It follows a
logic of exceptionality in that EU institutions themselves are
aware that an executive ad hoc suspension of a legally attributed

broadcaster sets a dangerous precedent, which they negate in
legally uncertain ground:

“(11) Consistent with the fundamental rights and freedoms
recognized in the Charter of Fundamental Rights, in
particular with the right to freedom of expression and
information, the freedom to conduct a business and the
right to property as recognized in Articles 11, 16 and 17
thereof, these measures do not prevent those media outlets
and their staff from carrying out other activities in the
Union than broadcasting, such as research and interviews.”
(Council of the European Union 2022).

Finally, the decision on RT and Sputnik evidences the geopo-
litical reading of the intentional, strategic, state-led and aggressive
content of all content from these channels, as well as defining
Russian propaganda as the antithesis of EU values:

“The Russian Federation has engaged in a systematic,
international campaign of media manipulation and distor-
tion of facts in order to enhance its strategy of destabiliza-
tion of its neighbouring countries and of the Union and its
Member States. In particular, the propaganda has repeat-
edly and consistently targeted European political parties,
especially during election periods, as well as targeting civil
society, asylum seekers, Russian ethnic minorities, gender
minorities, and the functioning of democratic institutions
in the Union and its Member States” (Council of the
European Union 2022).

The EU response to disinformation has been paradoxical. On
the one hand, it has adopted a hard power approach in the EEAS
strategy that includes the use of acronyms highly reminiscent of
geopolitical thought, such as the East StratCom, and is well
exemplified in the following quote:

“disinformation campaigns by third countries can be part of
hybrid threats to internal security, including election
processes, in particular in combination with cyberattacks.
For example, Russian military doctrine explicitly recognizes
information warfare as one of its domains” (European
Commission 2018a, b: 2).

However, on the other hand the EU has not adopted any type
of mandatory policy towards online platforms and social media
companies such as Facebook or Twitter until the agreement on
the Digital Services Act (DSA) discussed above. Before this policy
turn related to the COVID-19 crisis, the EU followed a con-
sensual approach via a High-Level Group on Fake News and
Online Disinformation:

“All relevant stakeholders, including online platforms, news
media organizations (press and broadcasters), journalists,
fact-checkers, independent content creators and the
advertising industry, are called upon to commit to a Code
of Practices.” (High-Level Group on Fake News and Online
Disinformation 2018).

The recommendation of this group resulted, a few months
later, in a self-regulatory Code of Practice, which has now been
strengthened following the adoption of the DSA. However, the
regulatory dimension of the DSA has not totally changed the self-
regulation approach: “The DSA will set out a co-regulatory fra-
mework, including through voluntary Codes of Conduct or other
co-regulatory measures, aimed at addressing systemic risks by the
Very Large Online Platforms, including those linked to Disin-
formation.” (European Commission 2022). This contrasts with
the case of Germany, which in 2017 adopted the NetzDG law that
demands that platforms of a certain size delete illegal content,

HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS | https://doi.org/10.1057/s41599-023-02179-8 ARTICLE

HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS |          (2023) 10:657 | https://doi.org/10.1057/s41599-023-02179-8 7



related to disinformation and hate speech, within 24 hours and
non-compliance leads to high penalty fees (Monsees 2020).

Beyond the issue of whether or not private for-profit compa-
nies and private interests should be cornerstones in the fight
against disinformation in the EU, it must be underlined that,
while the Commission is increasingly trying to make demands on
digital platforms to combat the viralization of false or/and biased
content, industry executives claim that it is not their responsi-
bility to control online material, which is not predominantly
technically illegal. Likewise, social media companies have also
partnered with EU fact-checkers to debunk false reports on their
networks, although to date such partnerships have had minimal
impact in precisely targeting false narratives.

At first glance this challenges the aforementioned interpreta-
tions on the geopolitization and securitization of disinformation
issues in the EU. It can hardly be argued that there is a move
towards a regime of exceptionality considering that elements of
this logic coexist with forms of stakeholderism and soft law
typical of neoliberal governmentality (Heiskala and Aro 2018).
This is backed by the fact that these two radically different
approaches emerge from two different services, the EEAS for the
former, DG Connect for the latter, reflecting different institu-
tional practices. When applied to the new issues of disinforma-
tion this division creates a situation where fake news coming from
non-Western sources is associated with state strategies and for-
eign political interference and must be addressed as a security
threat, whereas disinformation associated with US technological
players such as Facebook is understood to be the product of a
broader transformation of the media and news market and must
thus be dealt with via traditional liberal and market tools.

Conclusion
Our findings allow us to make original and relevant contributions
regarding the role of the European Union (EU) in the fight
against disinformation. The increase in the intentional and
harmful use of this type of content during COVID-19 and the
invasion of Ukraine has increased the strategic relevance of this
problem. Our analysis reveals that European policies on this issue
are in the process of redefinition in the post-pandemic scenario
and are facing significant internal contradictions.

Our first contribution is to confirm that disinformation has
increased in importance on European policy makers’ agenda. Since
2018, the EU, first due to concerns about its impact on the elections
to the European Parliament in 2019 and, later, due to its role in the
COVID-19 health crisis, has promoted a number of initiatives to
tackle this problem. These actions have predominantly been based
on self-regulation and the shared responsibility approach. The EU
is striving to achieve greater commitment and involvement of
private digital platform companies in relation to the fight against
fake news. These platforms, however, have been reluctant to
assume greater responsibility, in in line with their capitalist and
neoliberal nature. In this context, a soft law-oriented policy with
few demands and obligations for digital platforms prevailed until
the pandemic, beyond codes of good practice and voluntary for-
mulas. Proof of the scarce interest of these companies in assuming a
front-line position is their strategy of outsourcing the fight against
disinformation. By providing financing and seeking alliances with
fact-checkers, they push the problem and responsibility towards a
third party. The great challenge of European policy will be how to
achieve strong commitment from digital platform companies in the
struggle against fake news, as they are key players in this problem,
even though they perceive it as being far from their responsibility.
The Digital Services Act addresses this issue in a mandatory way by
forcing platforms to increase the transparency of their content
moderation and include information in their new risk self-

assessment by establishing sanctions for lack of action. On the
other hand, the action to be taken will remain the object of co-
regulation via the pre-existing rationale of codes of practices
mentioned above.

At the same time, the EU has sought to encourage the pro-
motion of fact-checking and media literacy (Tuñón et al. 2019).
These are relevant actions, but both have a medium- or long-term
results’ horizon. Furthermore, commitment to the former also has
an effect on an ongoing policy discussion, since fact-checking is
more problematic than the EU seems to assume: denouncing fake
news may not only fail to persuade, but often reinforce it because
of what psychologists call “confirmation bias”; the instinct to
accept what aligns with preconceived beliefs, for example, by
repeating the anti-EU Euro myth, as happened in the UK. An
alternative strategy to combat disinformation on the part of both
political actors and the media would be the promotion of alter-
native frameworks. This option has its advantages in the long run,
given that ‘whoever frames first’ usually wins the discursive dis-
pute in the public sphere.

On the other hand, our second contribution is to identify that a
geopolitical turn is taking place in EU policy against disin-
formation. A process of securitization consisting of applying
security tools and discourses - upon an object that was previously
not identified as such - is being promoted. This means that
security community actors – the military, police, state informa-
tion services, security consultants – are being brought into policy
areas, such as the fight against fake news, which was previously
dominated by actors in the public sphere, such as media com-
panies or journalists. Under this perspective, in the EU context,
disinformation is conceived as a threat to European democracy.
Fake news, especially that from Russia, China or Iran, are con-
ceived as a threat to democratic health and as a strategic resource
in information warfare. This makes it a global problem and not
just limited to a professional group, such as journalists, or to a
single member country. It therefore takes on an international
dimension and becomes a key geopolitical element for the EU.
Consequently, it requires extraordinary measures involving the
activation of a logic of exceptionality. The EU’s response to the
Ukraine invasion is an example of this. In this context, disin-
formation is an exceptional security issue, placing it at the centre
of European policy priorities.

Consequently, two opposing logics, securitization and self-
regulation, coexist and compete when determining the focus and
political actions of the EU against disinformation. This contrast
between a vision of hard power, facing a cardinal threat, and
another of soft law, based on voluntarism and minimal inter-
vention in the digital media industry, generates dissonance. As a
result, the EU is being accused at the same time of promoting a
strong discourse linking disinformation to security, exceptionality
and geopolitical strategies, and being lax with the obligations and
responsibilities of the digital platform companies. This has led to
a significant internal contradiction that the new DSA may only
now be starting to address. Its resolution will be key to deter-
mining not only future EU policies on this topic, but also con-
ditioning its chances of success in the face of an increasingly
growing problem for European democracy.
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